**Intuitions Regarding Transferable Predictive Knowledge**

**Introduction**

Reinforcement learning is one of the most promising approaches to solve artificial intelligence problem. However, reinforcement learners learn feature as function of given state-action-reward, and any change to those makes transfer hard, even if the nature of new task is similar.

Even with hundreds of trillions of neural connections, we humans often struggle with reasoning over the overwhelming reality. But while a lone human is less likely to survive in an isolated island than a lone chimpanzee, humans can do wonders in large numbers (Harari, 2014). Human to human transfer learning (e.g. education) and large-scale collaboration has made us the most sophisticated surviving species in this constrained environment.

Knowledge can be represented using predictions about the future. Predictions can also be used to represent states (Littman et al., 2002). Predictive knowledge is autonomously verifiable, can be represented by general value functions, which can be learned by reinforcement learning approaches. However, predictive knowledge has no public semantics, and is personal and subjective (Sutton et al., 2005; White, 2015).

The goal here is to discuss assumptions regarding learning transferable predictive knowledge. Transfer in reinforcement learning has a rich literature, but the discussion here focuses on how humans transfer their knowledge.

Core reinforcement learning literature mainly focuses on optimal decision making. Here, the focus is on discussing design of internal environment of the agent, that computes state, generates rewards based on observation, executes actions given decisions etc. (Singh et al., 2010).

**Objectives**

The objectives here are to discuss –

1. Transferable PK learning.
2. Using PK as inductive bias in solving RL task and updating PK based on learning of different agents.
3. Discussing approaches that imitative and non-imitative approaches to transferable PK.

**Human transferability**

3 important reasons for which humans can transfer their learnings well:

1. Common basis reward function (maximizing chances of survival and produce maximum descendants)

All behaviors are for reducing primary deficit or drivers (survival and reproduction needs – hunger, sex, pain avoidance) or learned secondary drivers – which is reinforced by predicting reduction of primary drivers. Animals get motivated to take action to restore balance of internal environment (Skinner & Hull, 1944). Intrinsic motivation attributes are more or less universal not only for humans, but also for other animals, which also indicates the goal of intrinsic motivation is ensuring survival of species.

Basis fitness function gives rise to primary, intrinsic and learned rewards. Like direct drivers, intrinsic rewards like curiosity are also inherent, but they don’t directly reduce primary drivers. However, on the long run, they help us gather experiences and skills that increases our chances of primary driver reduction across different scenarios. They can also act as reinforcement to secondary drivers. In fact, all activities that reduce primary drivers can be thought as intrinsically motivated, as all such activities indirectly increases chance of survival (Singh et al., 2010).

All human has similar goal of survival, and they act on similar environment with similar constraints and challenges. Thus, humans have learned to work together and value their states similarly (states with food are good, states with harm are bad), and learn similar policy towards survival. This also applies today, as we highly value states that predicts long term survival.

1. Common action space

Options framework deals with learning higher level hierarchical decisions that execute many low-level decisions (Sutton et al., 2005). In case of humans, basic apparent low-level actions (use of hands and feet) can be thought as common. We abstract over or build complex new hierarchical actions over the basic ones – for example driving includes controlling the steering with hand and idea of movement. Thus, we have shared understanding of ways of impacting our environment. Common basic action ideas make the learned knowledge relatable for human.

1. Common observation and thought reference

Like humans, many animals have similar basis reward (survival) and basis actions (e.g. movement) sense, but a significant human innovation is common reference to express and think about reality and fiction – language. We think of similar ideas with common words of language, and we share knowledge with others using language. The location of certain ideas or words can be traced to regions of cerebral cortex (Huth et al., 2016). Similar environment challenge, common basis reward and action and makes us learn common approaches to survival, and we can transfer our learnings with common language.

**Learning Transferable PK**

Since most of the tasks we want artificial agents to solve is related to human need, we can consider designing agents that tries to approach human intelligence. If human significance is possible due to transfer learning and collaboration, we can think of designing agents that can generate 'human imitating and autonomously verifiable transferable knowledge'. To enable learning of transferable predictive knowledge, human intelligence imitating artificial agents can be designed to have:

*Common agent space*: including common basic capabilities to impact external environment, with possibilities of hierarchical actions learning.

*Common human imitating internal balance and reward function*: a single question can be used to value every state – probability of survival from that state. Internal environment of human rewards interim reduction of primary drivers like food consumption in case of imbalance of the internal environment. A human imitating reward function and internal environment balance can lead to common valuation of states. All secondary rewards will be treated as derivatives of the basis reward.

*Common abstraction reference*: human imitating supervised learner can detect objects or ideas of the environment (e.g. semantic segmentation) and represent observation ideas as graph. Semantic segmentation is a popular research topic, and it is used in many RL tasks (e.g. learning to drive in a driving simulation task). In case of human intelligence imitating artificial agent, supervised semantic segmentation of observation can act as common reference for different learning agents.

*Environment imitating challenges faced by humans*: competition over constrained resource while ensuring survival in human imitating environment can allow artificial agents to find human imitating approaches and skills.

*External knowledge base to update the world model learned by distributed agents*: literature has addressed using external memory with artificial agents (Graves et al., 2016). If distributed agents have access to transferable knowledge base, it can be used as inductive bias for problem solving. If the agent’s learnings are similarly transferable, it can be used to update the knowledge base.

*Nature of PK*: RL literature deals with diverse kinds of knowledge to learn and transfer. Reward function is calculated in the inner environment of the agent. It can be learned from a distribution of reward functions, which helps development of skills that are helpful across multiple tasks (Barto et al., 2004; Singh et al., 2005). Reward function can also be reused to transfer knowledge for future tasks (Guo et al., 2013).  
General value function can be used as predictive knowledge (White, 2015), to represent states (Littman et al., 2002). Value function can be transferred as parameters for new task (Taylor & Stone, 2005). Values can be common for many SMDP, and it can be used to initialize value for new SMDP (Mehta et al., 2008).  
Relational state representation is a compact way to represent state (van Otterlo, 2012). It can be used to learn predictive state representation (Wingate et al., 2007). Relation can be learned with graph (Battaglia et al., 2018). Graphs can also be used in reinforcement learning (Jiang et al., 2018; Madjiheurem & Toni, 2020).  
Graph can be a compact way to represent diverse relations of ideas of the state with capability of continual learning and good search and merging capability.

*Bottom up training*: TD networks are used to build higher level predictions from lower level predictions, hierarchical options are composed of many routine low level decisions (Sutton et al., 2005). If we consider high-level options learning from backwards, agent already has some understanding of the component low-level action outcomes.

Humans don’t try to solve complex tasks like driving just after birth. We start with basic skills like movement and navigation and slowly learn more complex and hierarchical skills like driving. Even if a human plays a racing game for the first time, given s/he knows settings of the game, s/he already has knowledge of movement, constrained time. S/he already knows that the car needs to be driven on the road while avoiding collision etc. Often, a hierarchical problem might not seem to have any connection with basis goal of survival, but with bottom up training, it should be possible to draw the relation.

When an RL agent tries to solve a complex RL task from scratch, it tries to do so without any understanding of the parts of the problem. It does often allow the agent to find novel solutions to the task, but it also creates problems like sparse reward and requirement of many samples.

But if the agent is trained in a bottom up process – solving basic problems before complex ones, not only it should be able to learn good cognitive map and transfer low-level skills to solve the given racing game task more effectively, but it should also be able to solve related tasks like autonomous vehicle simulation with same low-level skills.

*Top down state value approximation*: Humans often value a state in terms of relation of ideas of that state, possible actions and the current goal (which depends on the balance of internal environment - we value food more when we're hungry). This can be considered as top down breakdown of the observation and state. And after breaking down the ideas of the observation, we usually get a sense of the value of the state from the relationship of those ideas. The value of states is often different for different people given internal environment balance (a thirsty person will value water more) or awareness of complex reward structure (one might not value education if s/he isn't sure about its long-term benefits). But generally, the of states that more directly reduces primary drivers is positively valued.

Similarly, given internal environment balance driven goal (e.g. hungry) and allowed actions, top down supervised breakdown of observation into finite ideas, and representing those ideas as graph should reduce variables and allow artificial agent to formulate value of state from past histories of similar state ideas with less calculation, and at the same time make the new history relevant for other agents that takes observation input with similar graph representation. We can compare this with ‘Goal directed learning’, where old learnings are used to solve new task. Using old experience to solve new task is also discussed in RL literature (Niekerk et al., 2019; Saxe et al., 2017).

*Model learning*: model-based search and planning methods like Monte Carlo Tree Search can be applied to find related experience in the known world model to update value of given state. Here, the Knowledge is being used as inductive bias for solving a new problem. The learning from new trajectories can further be used to update the knowledge base.

Transfer learning allows to keep updating value of complex world, with a goal to maximize chances of survival. If the internal environment of the agent gives rise to motivation to reduce primary driver, the agent can autonomously update value of world and take actions according to greedy policy to reach states that restores internal environment balance. If many policies lead to survival, optimal policy can be used for valuing states.

**Type of approaches**

Depending on the internal environment design, we can think of human imitating or natural reinforcement learner. As described earlier, human imitating transferable knowledge can be possible if knowledge is gathered with reference to human imitating external and internal environment – reward function, basis actions and observation reference, learning process etc.

It should be possible to instill basis actions in the agent, with the capacity to abstract higher-level actions. Learning observation reference can be achieved with supervised learning methods like semantic segmentation that can detect both concrete and abstract ideas, and also deconvolute each idea into their component ideas – like the idea of book can break down into paper, knowledge etc. Current semantic segmentation methods focus on 2D vision, but full spectrum 5 senses classifiers including 3D vision should help human imitating learning.

If the agent had perfect causal relationship of the world, then just providing the goal of survival would suffice (Samuelson & Swinkels, 2006). But since the agent doesn't have such understanding to start with, we need to design reward functions that reward interim states like eating food, mating or exploration. Inverse reinforcement learning can be used to approximately estimate reward function of a subject from provided trajectories (Abbeel & Ng, 2004). It can be used to understand human imitating reward function for diverse scenarios.

Human imitating environments is necessary where the artificial agents can act and learn. Designing such environment can be challenging. Artificial systems can learn from interactions in the real world (with similar impact and feedback on the environment as humans). In future, it might also be possible to directly access the histories of human brain to train artificial agents.

One of the motivations of the study of machine learning was to allow artificial systems to learn the rules for solving a problem instead of hand designing them ourselves. But human imitating intelligence will require hand designed reward function, environment, observation reference etc. Instead, we can think of new kind of problem solution skills that won’t require significant human input.

We can initiate agents that can learn transferable knowledge in a constrained environment that is not human imitating. Like an environment with increasing entropy, while the goal of artificial agents will be to minimize entropy with competition for constrained resources. Thus, the agents will have more reward if they can reduce more entropy with less resources. Human intelligence is nothing but the best approach to solve problem of human survival, and problem of artificial survival can give rise to different kind of intelligence.

For allowing transferable knowledge, the agents can have a common unsupervised representation learner. Unsupervised representation learning for a number of related tasks (Espeholt et al., 2018), and unsupervised object segmented observation input (Burgess et al., 2019; Greff et al., 2019; Watters et al., 2019) is discussed in RL literature. Unsupervised learning can allow NN to capture more accurate representation with increasing training.

We can combine RL and evolutionary methods – the agents will generate knowledge in their lifetime with RL methods, and variations of the most successful agents will be passed on to next generations. Upon generations of knowledge buildup, we can expect the agents to start figuring out novel approaches to solve given problems, which'll be a kind of intelligence, although not human imitating.

**Conclusion**

With technologies like 'Neuralink', we're aiming to build physical connection between human and artificial systems. One day it might be possible for artificial agents to learn knowledge that is directly transferable with humans. Magnus Carlsen has gathered years of experience to become world champion in chess, perhaps one day the learnings can be suited and transferred to another human or artificial agent instantly. At the same time, it might be possible to suit and transfer objective approaching knowledge of artificial agents directly to humans – like transferring Alpha Zero's chess expertise directly to Carlsen. Agent-Human-Agent transferable knowledge can allow both humans and artificial agents to instantly build on top of each other’s knowledge to solve harder problems. That might lead to more and more objective approximation of causal relations of reality.

At the same time, we can develop totally new kind of intelligence that tries to solve altogether different problems or same problems differently than humans. It's not clear what'll be the use of such intelligence, but the opportunities demand exploration.
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